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Abstract

Despite the successes of language models, their evaluation remains a daunt-1

ing challenge for new and existing tasks. We consider the task of text2

simplification, commonly used to improve information accessibility, where3

evaluation faces two major challenges. First, the data in existing bench-4

marks might not reflect the capabilities of current language models on the5

task, often containing disfluent, incoherent, or simplistic examples. Second,6

existing human ratings associated with the benchmarks often contain a7

high degree of disagreement, resulting in inconsistent ratings; nevertheless,8

existing metrics still have to show higher correlations with these imper-9

fect ratings. As a result, evaluation for the task is not reliable and does10

not reflect expected trends (e.g., more powerful models being assigned11

higher scores). We address these challenges for the task of text simplifi-12

cation through three contributions. First, we introduce SynthSimpliEval, a13

synthetic benchmark for text simplification featuring simplified sentences14

generated by models of varying sizes. Through a pilot study, we show15

that human ratings on our benchmark exhibit high inter-annotator agree-16

ment and reflect the expected trend: larger models produce higher-quality17

simplifications. Second, we show that auto-evaluation with a panel of18

LLM judges (LLMs-as-a-Jury) often suffices to obtain consistent ratings for19

the evaluation of text simplification. Third, we demonstrate that existing20

learnable metrics for text simplification benefit from training on our LLMs-21

as-a-Jury-rated synthetic data, closing the gap with pure LLMs-as-a-Jury for22

evaluation. Overall, through our case study on text simplification, we show23

that a reliable evaluation requires higher quality test data, which could be24

obtained through synthetic data and LLMs-as-a-Jury ratings.25

1 Introduction26

Despite advances in LLMs, evaluating the quality of their generations remains a challenge27

Pillutla et al. (2021); Chang et al. (2023). One such task is text simplification: crucial to28

improving the clarity and accessibility of information, making content easier to understand29

for a wider audience (Al-Thanyyan & Azmi, 2021). The gold standard for text simplifica-30

tion evaluation is human judgment, which provides the most direct and comprehensive31

assessment of simplification quality (Devaraj et al., 2022; Maddela et al., 2023). However,32

existing human evaluation of text simplification can be unreliable due to low agreement33

among annotators on simplification ratings (Wu & Arase, 2024; Popović et al., 2022). This34

makes it difficult to establish a universally reliable evaluation standard.35

To address this challenge, we propose a novel text simplification benchmark named Synth-36

SimpliEval featuring a dataset of complex sentences and their corresponding simplifications37

generated by LLMs of varying sizes. Through a pilot study with new human annotators,38

we observe high inter-annotator agreement on our benchmark. Moreover, the human study39

shows a strong correlation between the score assigned to each simplification and the size of40

the model that generated it. This finding is consistent with prior research demonstrating41

that, within the same model family, larger models consistently outperform smaller ones42

across a range of NLP tasks (Hestness et al., 2017; Kaplan et al., 2020; Hoffmann et al., 2022;43

Liang et al., 2023; McKenzie et al., 2023).44
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To alleviate the cost of human labeling, we subsequently adopt an LLMs-as-a-Jury approach45

(Verga et al., 2024; Chan et al., 2023; Wang et al., 2024) to evaluate simplification quality,46

aggregating the scores across all models in the jury to obtain the final score. We conduct47

a systematic ablations study on how various design choices, such as prompting strategy,48

rationale inclusion, and aggregation method, affect the assigned simplification score. We49

find that few-shot prompting with rationale generation, combined with score averaging,50

yields simplification scores that best correlate with model sizes. Moreover, we compare51

inter-LLM agreement for unified scoring against the multi-dimensional approach used in52

previous benchmarks (Wubben et al., 2012; Maddela et al., 2023; Alva-Manchego et al., 2020),53

and find that unified scoring results in higher agreement. This suggests that unified scoring54

is both simpler to apply and more reliable as an evaluation method.55

Motivated by the observed trend that larger models produce higher-quality simplifications,56

we evaluate the performance of existing text simplification metrics (Flesch, 1948; Maddela57

et al., 2023; Zhang et al., 2019; Cripwell et al., 2023) and LLMs-as-a-Jury on SynthSimpliEval58

by measuring the correlation between assigned scores and model sizes. Existing metrics59

struggle to consistently reflect the trend, whereas LLMs-as-a-Jury reliably assigns higher60

scores to outputs from larger models, aligning with expectations on simplification quality.61

In order to improve existing learnable metrics using our synthetic data, we use the same62

approach to generate synthetic complex sentences and create a set of LLM-rated complex-63

simple sentence pairs. We train a small neural network on sentence embeddings of these64

scores, following previous work (Maddela et al., 2023; Huang & Kochmar, 2024). We find65

that with this new set of training data, the network recovers some of the capability of the66

LLMs, achieving a higher correlation with model size than all previous methods.67

Overall, through our case study on text simplification, we show that a reliable evaluation68

requires high-quality data. By leveraging synthetic benchmarks in place of traditional hu-69

man annotations, we are able to reliably evaluate text simplification metrics. This approach70

offers a practical recipe for evaluation in other tasks where high-quality annotated data may71

be limited or unreliable. We will publicly release our code and data.72

2 Existing Text Simplification Benchmarks and Ratings73

When evaluating text simplification metrics, existing work often relies on datasets that74

contain both complex-simple sentence pairs and their corresponding human ratings (Xu75

et al., 2015; 2016; Maddela et al., 2023). Formally, given a source sentence c, a target76

simplification t, and optionally, a set of reference (human) ratings r1(c, t), ..., rn(c, t), the task77

of evaluating text simplification is to compute a real-valued score q(c, t). The strength of the78

evaluation is usually measured by the correlation of q with the (aggregated) reference ratings.79

Evaluation methods are considered reliable if they have high correlation with human raters.80

Hence, it is very important to consider the quality of source complex sentences c and ratings81

r in a benchmark for reliable evaluation.82

We investigate three such benchmarks commonly used for text simplification: Simplicity-DA83

(Alva-Manchego et al., 2021), Newsela-Likert (Maddela et al., 2021), and SimpEval202284

(Maddela et al., 2023). The Simplicity-DA dataset, also referred to as WikiDA, consists of85

600 simplifications of 100 complex sentences collected from Wikipedia. The simplifications86

are sourced from the TurkCorpus test set (Xu et al., 2016) and are produced by six older87

systems: PBMT-R, Hybrid, SBMT-SARI, Dress-Ls, DMASS-DCSS, and ACCESS. These are88

rated by humans on three separate criteria (fluency, meaning, and simplicity) on a scale of89

0-100. The Newsela-Likert dataset contains 500 simplifications from 100 complex sentences90

sourced from the Newsela dataset (Xu et al., 2015), with one human simplification and91

four system simplifications. The systems are BERT-Initialized Transformer (Jiang et al.,92

2020), EditNTS (Dong et al., 2019), LSTM (Zhang & Lapata, 2017), and Hybrid-NG (Narayan93

& Gardent, 2014). Newsela-Likert also contains human ratings on fluency, meaning, and94

simplicity, but on a five point scale. Lastly, SimpEval2022 contains 360 simplifications from95

60 complex sentences, collected from Wikipedia and simplified by humans and previously96

SOTA models including GPT-3.5 (Brown, 2020) and T5 (Raffel et al., 2020). SimpEval2022 is97

also scored on a 0-100 scale.98
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Source Complex Sentence Simplified Sentence

Simplicity-
DA

For example, the stylebook of the Asso-
ciated Press is updated annually.

, the stylebook is updated.

Newsela-
Likert

companies want to drill for oil in the
park.

companies want to drill for oil.

SimpEval2022 On the fifth day of flight, November 20,
2022, at 19:09 UTC, the Orion spacecraft
entered the Lunar sphere of influence,
thus the Moon’s gravitational force be-
came stronger than Earth’s relative to
the spacecraft.

On the fifth day of flight, November
20, 2022, at 19:09 UTC, the Orion
spacecraft entered the Lunar sphere
of influence, so the Moon’s gravi-
tational force became stronger than
Earth’s relative to the spacecraft.

SynthSimpliEval The study’s findings suggest a sig-
nificant correlation between long-term
cannabis use and alterations in neu-
rocognitive function, particularly in at-
tention and memory processes.

Using cannabis for a long time
might change how your brain
works, especially when it comes to
paying attention and remembering
things.

Table 1: Example sentences from various datasets. The first complex sentence has a simplifi-
cation that few modern systems would output as it is grammatically incorrect. Newsela-
Likert and SimpEval2022 themselves are not challenging enough for modern LLMs to
produce a useful simplification. Additional samples can be found in Appendix E.

In our analysis, we find two major problems across existing datasets. First, many of the99

sentence pairs are overly simplistic or incoherent; examples are shown in Table 1. As100

such, they might not reflect modern systems or accurately assess the model’s simplification101

capabilities. Second, we find lower agreement among human raters, indicating subjectivity102

of the annotation task, possible underspecification of the task instructions, and issues103

with annotation collection (Nowak & Rüger, 2010; Aroyo & Welty, 2014; Hsueh et al., 2009).104

Coupled with the relatively small sample size for each sentence pair, it is difficult to construe105

these ratings as a reliable gold standard.106

2.1 Coherence and Difficulty Gaps in Existing Datasets107

We first investigate the sentence pairs in existing datasets and find many that are not108

reflective of the output of modern simplification systems such as LLMs. This is particularly109

prevalent in older datasets, where simplifications were often generated by dated systems as110

opposed to written by hand. A few example simplifications are shown in Table 1. Many111

low-quality simplifications in existing datasets (Alva-Manchego et al., 2021) reflect failure112

modes that modern LLMs rarely exhibit, like grammatical errors and disfluencies (Reinhart113

et al., 2025). This results in a mismatch between the kinds of ”bad” simplifications present114

in these datasets and the kinds of errors made by contemporary systems, highlighting the115

need for new, more representative examples of low-quality simplifications.116

Secondly, the overall difficulty level of existing datasets is relatively low (Maddela et al.,117

2021; 2023) and does not reflect the complexity of potential real-world applications, such118

as those in medicine or law. Sentences that are considered difficult in existing datasets119

often require moderate in-domain knowledge to understand, but the vocabulary itself is120

not overtly technical nor the sentence structure grammatically complex. While this is not121

inherently problematic, as simplification can be evaluated even on simple inputs, the lack122

of linguistic and semantic complexity means these datasets fail to adequately challenge123

modern LLMs. As LLMs can now reliably produce fluent and coherent simplifications (§3.1),124

such data does little to test their capabilities in preserving nuance, accurately simplifying125

domain-specific content, or avoiding hallucinations (Devaraj et al., 2022), falling short of126

providing a robust evaluation for current systems.127
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Dataset Human Human Human LLM LLM LLM Human LLM
Fluency Meaning Simplicity Fluency Meaning Simplicity Unified Unified

Newsela 0.153 0.213 0.054 0.672 0.650 0.640 — 0.657
SimpEval — — — — — — 0.228 0.320
SynthSimpliEval — — — — — — 0.671* 0.619

Table 2: Intraclass Correlation Coefficient, ICC(2, 1) for human and LLM ratings on three
benchmarks. Human unified ratings(*) are on a subset of SynthSimpliEval (see §3.2).

2.2 Annotator Disagreement128

Previous literature has shown that human annotators are not always in agreement across129

many other NLP tasks (Castilho, 2020). In our preliminary experiments, we find that this130

pattern holds in existing text simplification datasets. We compute inter-annotator agree-131

ment across the Newsela and SimpEval2022 datasets and report the ICC(2, 1) (Intraclass132

Correlation) scores in Table 2. ICC is often used to compute consistency across raters on non-133

categorical data (Hackl et al., 2023). We find that individual raters are on average unreliable,134

which brings the relevance of their averages into question. It may still be possible to find a135

more accurate rating through larger sample sizes, but this is often prohibitively expensive.136

Moreover, text simplification a relatively subjective task and individual performance heavily137

depends on the quality of instructions and examples provided. What is “simple” can vary138

significantly depending on the educational background, the familiarity of the topic, and139

prior knowledge (Aroyo & Welty, 2015; Liu et al., 2018). Previous literature does not report140

the educational background of its annotators, nor does it attempt to control for variability141

across annotator profiles (Snow et al., 2008). A correct-sounding, but semantically incorrect,142

simplification of a technical statement may not be correctly identified by a rater unfamiliar143

with the subject. Secondly, it is important for the raters to have a strong set of guidelines in144

performing the ratings. Previous work often leaves this up to interpretation, allowing the145

rater to decide on their own definition of “simplicity” (Alva-Manchego et al., 2021). This146

lack of transparency and standardization adds another layer of uncertainty to the reliability147

of the gold standard ratings in the datasets.148

3 SynthSimpliEval: A Synthetic Benchmark for Evaluating Text149

Simplification150

To address the challenges in existing benchmarks and corresponding human ratings, we151

introduce a new synthetic benchmark, or SynthSimpliEval, using Qwen 2.5 72B Instruct (§3.1).152

We assess the quality of our benchmark on the basis of two criteria (§3.2). First, we measure153

the agreement among human annotators for simplifications in a pilot study. Second, we154

report the performance of models of different sizes, based on our human pilot.155

3.1 Constructing SynthSimpliEval156

We construct our dataset by combining human-written and synthetic complex sentences. We157

use all 60 news article sentences from SimpEval2022, which are more challenging than other158

datasets, with an average FKGL of 18.29 compared to 8.79 for Newsela-Likert and 10.61159

for Simplicity-DA. Additionally, we generate 200 synthetic sentences using Qwen 2.5 72B160

Instruct (Qwen et al., 2025). This was designed with 20 knowledge domains and 750 concept161

nouns (full lists in Appendix D), resulting in a diverse and challenging (average FKGL of162

19.51) test set. See example sentences in Table 3 and the prompt used in Appendix C.163

We collect simplifications of 260 complex sentences from four instruction-tuned Llama 3164

models (1B, 3B, 8B, and 70B Instruct) using the same 2-shot prompt (details in Appendix C).165

With a total of 1040 simplified sentences whose relative quality we compare in Table 4, our166

dataset is comparable or slightly larger than prior works.167
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Domain and
Concept Noun

Generated Sentence

architecture
grocery

The cantilevered roofline of the facility must accommodate 30-degree angular
deviations in structural supports while maintaining a 3-inch minimum clear-
ance from refrigerated storage units.

mathematics
vacation

The optimization of vacation scheduling for a group can be modeled as a
constraint satisfaction problem, where the objective function minimizes the
total dissatisfaction across all participants, subject to constraints on available
dates and group size.

anthropology
alcohol

Ethnographic studies reveal that the ritualized consumption of alcohol in so-
cial gatherings serves as a significant mediator of interpersonal relationships
and community cohesion in diverse cultural contexts.

Table 3: Synthetic complex sentence samples from SynthSimpliEval.
In our benchmark, we use model size as a direct proxy for simplification quality, motivated168

by prior findings that LLMs generally produce higher-quality outputs (§1). We operational-169

ize this intuition by selecting four LLaMA 3 models of increasing size (1B, 3B, 8B, and 70B),170

assuming larger models generate better simplifications. Rather than assigning numerical171

scores, we evaluate metrics based on their ability to correctly rank simplifications by model172

size using Spearman correlation, a method validated by our subsequent human study.173

3.2 Human Evaluation: Correlation with Model Size and Annotator Agreement174

1B 3B 8B 70B

0.4
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0.371

0.575

0.754
0.808

Figure 1: Average human
ratings of each model size,
normalized to 0-1. We see
that larger models consis-
tently receive higher scores.

To validate our assumption that larger models produce better175

simplifications, we conduct a human evaluation on 20 ran-176

domly selected complex sentences from SynthSimpliEval (10177

each from SimpEval2022 and our synthetic dataset), paired178

with simplifications from four models (totaling 80 pairs).179

Three NLP-expert annotators rate simplification quality on a180

5-point Likert scale using consistent instructions (Appendix181

C.2). As shown in Table 2, Inter-annotator agreement mea-182

sured in ICC(2,1) is significantly higher than previous datasets,183

indicating our annotation process, with clear instructions, a184

well-defined rubric, and high-quality sentence pairs, promotes185

more consistent judgments.186

Moreover, we find that human ratings strongly correlate with187

model size, as demonstrated in Figure 1. Computing the188

Spearman rank correlation between human ratings and model189

size scores yields a correlation of 0.759. This result supports our assumption that model190

size is a meaningful proxy for simplification quality. Given the limited scale of our human191

annotated dataset, we aim to further validate the effectiveness of SynthSimpliEval at scale192

through automated evaluation using LLMs.193

4 Auto-Evaluation with LLMs-as-a-Jury on SynthSimpliEval194

We now introduce an LLMs-as-a-Jury framework for evaluating text simplification on Synth-195

SimpliEval, given the difficulty and costs of attaining high quality ratings from human196

raters. In our setup, we follow prior work in which multiple LLMs (as a jury of judges) are197

prompted to assess the quality of simplifications based on a shared rubric.198

Drawing on previous work on text simplification that employs Likert scales for evaluation199

(Xu et al., 2016; Alva-Manchego et al., 2020), we prompt each LLM in our jury to produce200

a score from 1 to 5 for each simplification using the same prompt (see Appendix C). We201

first construct a prompt P = [Ipre; c; Imid; t; Ipost] by concatenation (;), where c is the source202

sentence and t is the target. Imid and Ipost are primarily formatting, and Ipre is a natural203

language instruction that elicits some score s from the model. We take these instructions204
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Type Sentence

Complex The integration of advanced payment systems in chemical engineering plants neces-
sitates a robust cybersecurity framework to protect sensitive operational data and
financial transactions.

Llama 3
1B

Using advanced payment systems in factories helps keep the important things safe.
To keep this safe, strong computer security measures are needed.

Llama 3
3B

To keep information about the plants and money safe, we need a strong system to
protect it from hackers and keep track of all the payments.

Llama 3
8B

Using computers in factories that make chemicals requires a strong way to keep the
information and money safe from being hacked.

Llama 3
70B

When we use new ways to pay for things in chemical plants, we need to make sure
we have strong protection for our computers and money information so it doesn’t get
stolen or hurt.

Table 4: An example simplification of a synthetic sentence in our dataset by the four Llama
3 models. The simplification prompt can be found in Appendix C.

and query multiple language models (LMs) J1, ..., Jn to collect a set of scores S = s1, ..., sn.205

Using an aggregation function f (S), we compute the final score q = f (S).206

We find that few-shot prompt with rationale generation performs best. To enhance repro-207

ducibility, we use a lower temperature setting, though not zero, as we observe that small208

models occasionally produce outputs that are difficult to parse correctly. In these cases,209

regenerating a response with a different seed addresses the problem. Additionally, we210

consider a diverse range of instruction-tuned models to appear on our jury, from locally211

hosted ones to proprietary systems, allowing us to analyze how performance varies across212

different model architectures and sizes. These models are the instruction-tuned versions213

of: Gemma 2 27B (Team, 2024), Qwen 2.5 32B (Qwen et al., 2025), Mixtral 8x7B (Jiang et al.,214

2024), Qwen 2.5 72B, Deepseek V3 (DeepSeek-AI et al., 2025), Claude 3.7 Sonnet (Anthropic,215

2025), and GPT-4o (OpenAI et al., 2024). We normalize the collected scores to 0-1, and use216

the arithmetic mean of all models as our aggregation strategy.217

4.1 LLMs-as-a-Jury Ratings In Agreement218

Just as it is crucial that human raters produce a clear signal, our evaluation method must219

also be reliable, i.e., consistent among themselves. We compute ICC(2, 1) among the 7 LLM220

judges, and find that they show strong agreement with each other (Table 2 under LLM221

Unified). Among the 3 SOTA models — Deepseek V3, Claude 3.7 Sonnet, and GPT-4o) —222

this is even higher at 0.754. The Spearman rank correlations between individual models can223

be found in Appendix B.224

Simultaneously, many existing text simplification datasets (Alva-Manchego et al., 2021;225

Maddela et al., 2021) assess simplification quality across three dimensions: fluency, meaning226

preservation, and simplicity. While this partitioning was useful in earlier evaluation settings,227

it may no longer be necessary or effective for modern LLMs. In particular, SOTA LLMs228

rarely produce disfluent outputs, which reduces the informativeness of the fluency score.229

To examine the utility of this traditional three-way partition, we compare it to a unified230

scoring approach in which LLMs are asked to provide a single overall rating of simplification231

quality. Specifically, we prompt the LLM judges to independently rate fluency, meaning,232

and simplicity on a 1–5 Likert scale, and compute the inter-rater agreement across models233

using ICC(2,1). We then compare these values to the ICC(2,1) score obtained when LLM234

judges give a single unified rating, as in our default setup.235

As shown in Table 2, we find that the agreement among LLM judges is consistently higher236

when using unified scoring when compared to ratings for meaning and simplicity in the237

three-way partition. This suggests that a unified rating not only simplifies the evaluation238

process but is also more reliable, offering a more stable signal for simplification quality in239

the context of LLM-generated outputs.240
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4.2 LLM-as-a-Jury Ablation Studies241
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Figure 2: Temperature ablation on SynthSimpliEval. Spearman rank correlations from left to
right are 0.626, 0.622, 0.615, and 0.581 respectively.

In this section, we study the impact of various design choices on LLM judgment quality.242

As shown in §3.2, model size is a proxy for simplification quality. Therefore, we perform243

ablations to optimize correlation with model size, finding a strong setup for LLM judges244

that covers model selection, rationale generation, and few-shot prompts.245
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Figure 3: Prompt format ablations on SynthSimpliEval.
Spearman rank correlations from left to right are 0.626,
0.335, and 0.648 respectively.

We perform our ablations with246

the following base configuration:247

Our language model judges have248

a temperature of 0.1 and a consis-249

tent prompt found in Appendix C.250

Our base prompt is few-shot and251

asks the model to provide a ratio-252

nale before answering. Using this253

setup, we test all LLMs in our jury.254

Also, note that we do not test any255

Llama models as judges, as they256

are the simplifiers and may intro-257

duce bias through self-evaluation.258

Apart from model selection, our other ablations use Qwen 2.5 72B Instruct as a judge. The259

1040 input sentence pairs are as described in §3.1, and we compare the average scores of260

each of the four simplifier models. We also compute their Spearman rank correlations with261

the model size score in §3.1.262

We find that temperature has minimal impact on judge performance. A slight decrease in263

correlation is noticed, but this is likely due to randomness from increasing temperature.264
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Figure 4: Spearman correlations on SynthSimpliEval be-
tween existing metrics, LLMs, and LLM average with
model size. See full correlation matrix in Appendix B.

On the other hand, we find that265

few-shot prompts significantly266

outperforms 1-shot. The latter267

prompt results in a large percent-268

age of resulting scores being 4 out269

of 5, likely because all the simpli-270

fications are of decent quality. Our271

few-shot examples may be encour-272

aging the model to be stricter in273

its judgments, resulting in a flat-274

ter distribution of scores. While275

the correlation with model size is276

similar, including the rationale de-277

presses the average scores. With278

rationale, the 70B simplifier model279

drops from a near-perfect average280

(without rationale) to 4.52 out of 5. This leaves room for potentially stronger models — such281

as the 405B variant of Llama 3 — while preserving the model’s ability to judge accurately.282

Lastly, we perform an ablation on 7 judge models (§4) of various sizes and report results in283

Figure 4. We find that larger and closed-source models, on the right, tend to perform better284

than their smaller counterparts. Notably, the panel’s overall judgment — the average score285
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— performs markedly better than any individual model. While it is difficult to form an exact286

ranking, as correlation is a proxy, we find that model performance is consistent with general287

understandings of model output quality.288

4.3 Evaluating Existing Metrics and LLMs-as-a-Jury on SynthSimpliEval289

First, we use our silver standard benchmark SynthSimpliEval to assess a set of widely used290

or new automatic evaluation metrics for text simplification: FKGL (Flesch, 1948), LENS291

(Maddela et al., 2023), BERTScore (Zhang et al., 2019), and SLE (Cripwell et al., 2023). Note292

that we do not use systems that are significantly dependent on reference sentences, such as293

SARI, as our synthetic dataset does not include them. Systems that are not totally dependent294

on references, such as LENS, are included by setting the reference to the simplification itself.295

FKGL measures readability using sentence length and syllable count. We calculate Delta296

FKGL, the difference between simple and expert sentences, to assess relative simplicity.297

We define it as follows: ∆FKGL = FKGL(c) − FKGL(t). As a high FKGL represents a298

difficult sentence, ∆FKGL is high when the complex sentence is much harder than the299

simple sentence. LENS uses an encoder transformer, RoBERTa-large, to encode sentences300

into vectors. A trained feedforward neural network then predicts a single scalar score301

using these vectors as inputs. Lastly, BERTScore, which is generally used for text similarity,302

has also been applied to measure text simplicity. BERTScore generally compares word303

embeddings of the complex, reference, and simple sentences, while BLEU uses a formula304

that considers n-gram precision and sentence brevity. Similar to FKGL, SLE is an absolute305

measure. However, it is instead computed by a fine-tuned LLM. We use ∆SLE as defined in306

Cripwell et al. (2023) to measure a simplification’s quality.307

We plot the average scores of each of the 4 simplifier models in Figure 5. None of the existing308

metrics show a strong correlation with the simplifier model’s size. On the contrary, FKGL309

and SLE exhibit an opposite correlation, where larger models receive lower simplification310

scores than smaller models. While BERTScore and LENS seem to show some correlation311

with model sizes, average scores are very similar among the four models, making it difficult312

to differentiate between them. Spearman correlations with model size are also low in313

Figure 4. This suggests that none of the existing metrics reliably capture the expected trend314
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Figure 5: Average scores of each simplifier (Llama 3) model. The top row contains previous
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that previous works suggest and human raters identify. Since existing evaluation metrics315

fail to reliably distinguish between simplifications generated by models of different sizes,316

we investigate our alternative approach that uses a panel of LLMs as evaluators.317

As shown in Figure 5, both individual LLMs and the aggregated panel consistently assign318

higher scores to simplifications produced by larger models. This suggests that LLM judges319

are sensitive to subtle qualitative differences in simplification quality that scale with model320

size. This indicates that existing simplification metrics — FKGL, LENS, SLE, and BERTScore321

— struggle to capture the key aspects necessary to evaluate the finer distinctions in LLM-322

generated simplifications.323

5 Can Existing Learnable Metrics Benefit from Synthetic Data?324

As mentioned in §2.1, existing datasets generally do not reflect modern simplification325

systems. Consequently, systems trained on lower quality data — such as LENS (Maddela326

et al., 2023), SLE (Cripwell et al., 2023), and REFeREE Huang & Kochmar (2024) — may327

learn information that is less applicable to modern simplification systems. Additionally, the328

evaluation of multiple LLMs is often expensive, and it would be beneficial to have a smaller329

model that can perform faster, albeit less accurate, evaluation. We train a small feedforward330

network with a similar architecture to LENS and SLE to explore these question.331

Following existing work, we train a small neural network on the sentence embeddings of332

the complex and simplified sentences. We collect a separate set of 400 synthetic sentences333

created in the same manner as SynthSimpliEval (§3.1), each simplified by the 1B and 8B334

models; this pair of simplifiers produces a diverse range of ratings. While previous work335

has used models such as RoBERTa, we compute embeddings with the SentenceTransformers336

library (Reimers & Gurevych, 2019). We use a newer embedding model, all-mpnet-base-v2,337

which is less than half the size of previous work. We compute embeddings of length 768338

for the complex and simple sentences, Ecomplex and Esimple. The input feature is constructed339

as X = [Ecomplex; Esimple; Ecomplex − Esimple; Ecomplex ⊙ Esimple] where ⊙ is the Hadamard340

product. Our final network is a single-layer feedforward network with 64 neurons — much341

smaller than previous work — to predict the score given to the input pair by the Qwen 2.5342

72B Instruct judge.343

We find that the resulting model has a correlation of 0.22 with the model size score, substan-344

tially higher than previous metrics but much lower than the full model. As a small model,345

this is a strong result which carries the implication that a potential issue facing existing346

metrics is the quality of their training data.347

6 Conclusion348

In this work, we address key limitations in existing text simplification benchmarks includ-349

ing low dataset quality and low annotator agreement. We address these limitations by350

introducing SynthSimpliEval, a synthetic benchmark designed to better reflect the capabil-351

ities of modern language models. Our benchmark combines complex inputs from both352

human-written and model-generated sources, and includes simplifications produced by353

models of varying sizes. Through a human study with high inter-annotator agreement and354

correlation with model size, we validate the reliability of our dataset. To scale evaluation355

and reduce annotation costs, we adopt a panel of LLM judges (LLMs-as-a-Jury), which pro-356

duces scores that align strongly with model size and show higher consistency than existing357

metrics. We further demonstrate that learnable metrics can benefit from training on LLMs-358

as-a-Jury-labeled data, improving their ability to reflect true simplification quality. Overall,359

our findings suggest a practical and extensible approach for building reliable evaluation360

resources in tasks where high-quality annotations are limited or unreliable.361
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Fishel, Alexander Fraser, Yvette Graham, Paco Guzman, Barry Haddow, Matthias Huck,390
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Szymon Antoniak, Teven Le Scao, Théophile Gervet, Thibaut Lavril, Thomas Wang,448

Timothée Lacroix, and William El Sayed. Mixtral of experts, 2024. URL https://arxiv.449

org/abs/2401.04088.450

Chao Jiang, Mounica Maddela, Wuwei Lan, Yang Zhong, and Wei Xu. Neural crf model for451

sentence alignment in text simplification. In Proceedings of the 58th Annual Meeting of the452

Association for Computational Linguistics, pp. 7943–7960, 2020.453

Jared Kaplan, Sam McCandlish, Tom Henighan, Tom B. Brown, Benjamin Chess, Rewon454

Child, Scott Gray, Alec Radford, Jeffrey Wu, and Dario Amodei. Scaling laws for neural455

language models, 2020. URL https://arxiv.org/abs/2001.08361.456

Percy Liang, Rishi Bommasani, Tony Lee, Dimitris Tsipras, Dilara Soylu, Michihiro Yasunaga,457

Yian Zhang, et al. Holistic evaluation of language models, 2023. URL https://arxiv.458

org/abs/2211.09110.459

11

https://aclanthology.org/2022.acl-long.506/
https://aclanthology.org/2022.acl-long.506/
https://aclanthology.org/2022.acl-long.506/
https://aclanthology.org/P19-1331/
https://arxiv.org/abs/2403.02839
https://arxiv.org/abs/2403.02839
https://arxiv.org/abs/2403.02839
https://aclanthology.org/2024.lrec-main.1200
https://arxiv.org/abs/2401.04088
https://arxiv.org/abs/2401.04088
https://arxiv.org/abs/2401.04088
https://arxiv.org/abs/2001.08361
https://arxiv.org/abs/2211.09110
https://arxiv.org/abs/2211.09110
https://arxiv.org/abs/2211.09110


Under review as a conference paper at COLM 2025

Feng Liu, Tao Xiang, Timothy M Hospedales, Wankou Yang, and Changyin Sun. Inverse460

visual question answering: A new benchmark and vqa diagnosis tool. IEEE transactions461

on pattern analysis and machine intelligence, 42(2):460–474, 2018.462

Mounica Maddela, Fernando Alva-Manchego, and Wei Xu. Controllable text simplification463

with explicit paraphrasing. In Kristina Toutanova, Anna Rumshisky, Luke Zettlemoyer,464

Dilek Hakkani-Tur, Iz Beltagy, Steven Bethard, Ryan Cotterell, Tanmoy Chakraborty, and465

Yichao Zhou (eds.), Proceedings of the 2021 Conference of the North American Chapter of466

the Association for Computational Linguistics: Human Language Technologies, pp. 3536–3553,467

Online, June 2021. Association for Computational Linguistics. doi: 10.18653/v1/2021.468

naacl-main.277. URL https://aclanthology.org/2021.naacl-main.277.469

Mounica Maddela, Yao Dou, David Heineman, and Wei Xu. LENS: A learnable evalua-470

tion metric for text simplification. In Anna Rogers, Jordan Boyd-Graber, and Naoaki471

Okazaki (eds.), Proceedings of the 61st Annual Meeting of the Association for Computational472

Linguistics (Volume 1: Long Papers), pp. 16383–16408, Toronto, Canada, July 2023. As-473

sociation for Computational Linguistics. doi: 10.18653/v1/2023.acl-long.905. URL474

https://aclanthology.org/2023.acl-long.905.475

Ian R McKenzie, Alexander Lyzhov, Michael Pieler, Alicia Parrish, Aaron Mueller, Ameya476

Prabhu, Euan McLean, Aaron Kirtland, Alexis Ross, Alisa Liu, et al. Inverse scaling:477

When bigger isn’t better. arXiv preprint arXiv:2306.09479, 2023.478

Shashi Narayan and Claire Gardent. Hybrid simplification using deep semantics and479

machine translation. In The 52nd annual meeting of the association for computational linguistics,480

pp. 435–445, 2014.481
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A Related Work564

Existing text simplification metrics broadly fall into two categories: static and learnable565

metrics. Traditional metrics were deterministic, and often depended on word or n-gram566

occurrence. Examples of this include SARI (Xu et al., 2016) and BLEU (Papineni et al.,567

2002). Both SARI and BLEU consider n-gram similarity, and SARI further considers the568

importance of added and removed n-grams through the use of references. Even earlier569

approaches included FKGL (Flesch, 1948), which is still commonly used. This computes text570

simplicity using a formula containing average syllables per word and words per sentence.571

However, these metrics are not designed for the text simplification task, having been572

adapted from other fields such as machine translation; recent work has shown that this has573

limitations, such as negative correlations with simplicity on certain datasets (Sulem et al.,574

2018; Tanprasert & Kauchak, 2021).575

More recently, work has been done on using LMs to measure text simplicity. While initially576

designed for semantic similarity, BERTScore (Zhang et al., 2019) has been used to measure577

some aspects of text simplification. More recent work, such as LENS (Maddela et al., 2023),578

REFeREE (Huang & Kochmar, 2024), and SLE (Cripwell et al., 2023), have trained smaller579

models (such as RoBERTa) to predict scores. While they perform relatively well, they are580

also limited by the need to collect datasets with human ratings. SLE circumvents this by581

using a combination of Newsela data Xu et al. (2015) — already labeled by difficulty — and582

interpolation with FKGL, but this dataset is also constrained by the generalization of the583

former and performance of the latter.584

Our work builds on language model inference techniques. We base our reasoning on chain-585

of-thought (Wei et al., 2022), adapted to a classification task, and use few-shot learning586

(Brown, 2020); in particular, one-shot learning greatly improves performance. Lastly, we587

use models as evaluators, which have previously shown performance competitive with,588

and in some cases superior to, human judgment (Bohnet et al., 2022). Additionally, pre-589

trained models are able to generalize better than their fine-tuned counterparts (Huang590

et al., 2024). However, one main drawback is that these models tend to prefer their own591

outputs (Panickssery et al., 2024). To counteract this, we use juries as proposed by Verga592

et al. (2024) to improve performance while decreasing hardware requirements and costs.593

We additionally take steps to ensure that models judge neither their own outputs nor the594

outputs of other models in their family.595
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B Full Correlation Matrix596

To compute the full correlation matrix, each of the existing metrics and LLM judges score597

the 1040 data pairs in SynthSimpliEval, and we compute the Spearman rank correlation. We598

additionally add the average LLM score and the model size score. The various LLMs have599

high correlations with each other as well as with the model size score. On the other hand,600

existing metrics do not correlate well with either.
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Figure 6: The full correlation matrix between existing metrics, LLM judges, their average,
and the model size score from §4.3.

601

C Prompt Details602

We use a chat format for all of our inference tasks. Some prompts have a system role message603

containing instructions. For models that don’t support a system role, we simply prepend604

it to the first message. The prompts provided are in the ChatML format, but are replaced605

automatically with whichever format the model defines for vLLM. We additionally have606

prompts for our various ablations; due to length, however, these can be found in our GitHub607

repository.608

C.1 Synthetic Data Generation609

We begin our data generation by asking for complex sentences about a subject in a domain610

of knowledge (Appendix D). This is a 1-shot prompt, with no system role.611

<|im_start|>user612

Please provide a technically difficult sentence about physical education. The613
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sentence should be concise but specific; instead of overcomplicating, try to come614

up with something that would be found in a technical report or paper. If you wish,615

you may consider the following subject, which may or may not be related: 'school'.616

<|im_end|>617

618

<|im_start|>assistant619

The PE department's allocation of resources must ensure adequate supervision of620

students engaging in high-impact aerobic activities.621

<|im_end|>622

623

<|im_start|>user624

Please provide a technically difficult sentence about {subject}. The625

sentence should be concise but specific; instead of overcomplicating, try to come626

up with something that would be found in a technical report or paper. If you wish,627

you may consider the following subject, which may or may not be related:628

'{seed_noun}'.629

<|im_end|>630

We then ask the various Llama models to simplify the resulting sentences with the following631

prompt. We use four instruction-tuned models from the Llama 3 family: Llama 3.2 1B632

Instruct, Llama 3.2 3B Instruct, Llama 3.1 8B Instruct, and Llama 3.3 70B Instruct. We found633

that a 2-shot prompt produced more reliable outputs, particularly on smaller models.634

<|im_start|>system635

As an expert educator, your task is to simplify the provided sentences into a form636

that elementary school children would find easier to understand. In your637

simplification, try to make the sentence easier to understand while retaining the638

original meaning. Replace technical terms with easier words, particularly those639

that are more common. If needed, break the original sentence into multiple640

sentences to simplify sentence structure - it is perfectly fine to extend the641

length of the output if it makes it easier to understand. Your output will be642

judged on 3 aspects: fluency (is it grammatically correct; does it flow well?),643

meaning (does it preserve the original meaning and nuance?), and most importantly644

simplicity (is it easier to read and understand?). Output only the simplified645

sentence(s) on a single line.646

<|im_end|>647

648

<|im_start|>user649

Please simplify the following sentence:\n650

The cumulative effect of instructors' accrued sick leave and retirement benefits651

must be reconciled with the department's annual expenditure on personnel-related652

overheads.653

<|im_end|>654

655

<|im_start|>assistant656

The money used for teacher's sick time and retirement pay has to match up with the657

money the department spends on all its workers every year.658

<|im_end|>659

660

<|im_start|>user661

Please simplify the following sentence:\n662

The prolonged exposure to screens can lead to a significant alteration in the663

dopaminergic reward system, potentially affecting cognitive and behavioral664

outcomes in adolescents.665

<|im_end|>666

667

<|im_start|>assistant668

Looking at screens for a long time can change how your brain feels happy and669

rewards you. This might affect how young people think and behave.670
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<|im_end|>671

672

<|im_start|>user673

Please simplify the following sentence:\n674

{sentence}675

<|im_end|>676

C.2 LLM Judge Prompt677

We provide our final LLM judge prompt. This is a few-shot prompt with a system message.678

<|im_start|>system679

You are an expert linguist and educator. Your task is to judge how well a system680

has simplified a sentence. To do this, you will be given a base sentence, which681

will be more complex, and a new version of that sentence. In your judgement,682

consider text simplicity (how hard is it for children to read?), semantic683

similarity (does it mean the same thing, and convey the same nuance?), and fluency684

(the simplification should be grammatically correct). First, concisely consider685

all three aspects. Note that a sentence can do well in some aspects and badly in686

others - use your judgement to decide which is more important for that sentence.687

If the sentences are identical, your answer should be around a [3] - but also688

consider whether its possible to simplify it further. At the end, provide an689

integer score from [1] to [5], where [5] represents a high quality simplification,690

in square brackets. Provided below is a general rubric:\n691

[5]: The sentence is fully simplified, entirely fluent, and preserves the core692

meaning of the original sentence.\n693

[4]: The sentence is somewhat simpler, mostly fluent, and the meaning is close to694

the original sentence.\n695

[3]: The sentence is simpler, somewhat fluent, and the meaning is similar to the696

original sentence.\n697

[2]: The sentence is equivalently simple, still has some fluency, but the meaning698

is lost.\n699

[1]: The sentence is completely unreadable.700

<|im_end|>701

702

<|im_start|>user703

Base Sentence: It will then dislodge itself and sink back to the river bed in704

order to digest its food and wait for its next meal.\n705

New Sentence: It will then move away from the river bed and sink back to the706

bottom to digest its food.707

<|im_end|>708

709

<|im_start|>assistant710

The sentence reads completely fluently. The original meaning of the sentence -711

something unattaching and sinking to the bottom - is altered, as the subject712

"moves away" from the river bed in the simple sentence as opposed to moving713

towards it. It is somewhat simpler than the original, such as by using "move away"714

instead of "dislodge". Answer: [3]715

<|im_end|>716

717

<|im_start|>user718

Base Sentence: As a result, although many mosques will not enforce violations,719

both men and women when attending a mosque must adhere to these guidelines.\n720

New Sentence: Due to this, a lot of mosques don't enforce these rules but both men721

and women should follow them.722

<|im_end|>723

724

<|im_start|>assistant725

Although the new sentence has an error in fluency (missing a comma after "these726
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rules"), it has the same meaning as the original. The sentence also uses simpler727

vocabulary (such as by using "follow" instead of "adhere") and sentence728

structure, notwithstanding the grammatical error. Answer: [4]729

<|im_end|>730

731

<|im_start|>user732

Base Sentence: A Wikipedia gadget is a JavaScript and/or a CSS snippet that can be733

enabled simply by checking an option in your Wikipedia preferences.\n734

New Sentence: A a gadget javascript a is and / checking wikipedia an sinppet that735

can be enabled simply by or css option in your wikipedia preferences.736

<|im_end>737

738

<|im_start|>assistant739

The new sentence is completely unreadable. Answer: [1]740

<|im_end|>741

742

<|im_start|>user743

Base Sentence: Despite what many consider obvious, that which we pursue with744

greatest fervor often eludes our grasp not for lack of effort, but precisely745

because our desperate clutching drives away the very thing we seek.\n746

New Sentence: Despite what many consider obvious, that which we pursue with747

greatest fervor often eludes our grasp not for lack of effort, but precisely748

because our desperate clutching drives away the very thing we seek.749

<|im_end|>750

751

<|im_start|>assistant752

The new sentence is equivalent in simplicity, fluency, and meaning to the753

original. However, there are many ways to improve the sentence's readability.754

Answer: [3]755

<|im_end|>756

757

<|im_start|>user758

Base Sentence: The dog ran across the green field to catch the ball.\n759

New Sentence: The dog ran across the green field to catch the ball.760

<|im_end|>761

762

<|im_start|>assistant763

The new sentence is equivalent in simplicity, fluency, and meaning to the764

original. However, it would be difficult to simplify this sentence further, as it765

is already very straightforward. Answer: [4]766

<|im_end|>767

768

<|im_start|>user769

Base Sentence: {base_sentence}\n770

New Sentence: {new_sentence}771

<|im_end|>772

D Synthetic Dataset Generation Lists773

D.1 Domains of Knowledge774

We select 20 domains of knowledge to ensure our datasets cover a wide range of potential775

sentences. These are:776
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Domains of Knowledge
architecture chemical engineering physics chemistry
art nursing music biology
mathematics philosophy theater anthropology
english education accounting history
computer science political science economics psychology

777

D.2 Concept Nouns778

Our concept nouns were collected by filtering a list of common English nouns by removing779

words with common verb or adjective forms. The full list of 739 filtered concept nouns is as780

follows.781

Concept Nouns
people history art world information
map family government system computer
meat year music person method
data food theory law bird
literature problem software knowledge ability
economics internet television science library
fact product idea temperature investment
society activity story industry thing
oven community definition safety quality
development language management player variety
video country exam movie organization
equipment physics analysis policy series
direction strategy technology army camera
freedom environment child month truth
university writing article department difference
goal audience growth income marriage
user combination failure medicine philosophy
teacher communication chemistry disease energy
nation road soup location success
apartment education painting politics decision
event property student wood competition
distribution entertainment office population president
unit category cigarette context introduction
opportunity performance driver flight length
magazine newspaper relationship cell dealer
finding lake member phone scene
association concept customer discussion housing
inflation insurance woman effort expression
importance opinion payment reality responsibility
situation skill wealth application city
county depth estate foundation grandmother
perspective photo recipe studio topic
collection depression imagination resource agency
college connection criticism debt description
patience secretary solution administration director
personality psychology recommendation selection alcohol
complaint contract highway loss membership
possession preparation steak union agreement
cancer currency employment engineering interaction
mixture region republic tradition virus
actor classroom delivery device difficulty
drama election engine football guidance
hotel owner protection suggestion variation
anxiety atmosphere awareness bath bread
candidate comparison confusion construction elevator
emotion employee employer guest leadership
mall manager operation recording sample
transportation charity cousin disaster editor
efficiency excitement guitar homework leader
outcome presentation promotion refrigerator resolution
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revenue session singer tennis basket
bonus cabinet childhood church clothes
dinner drawing initiative judgment lab
measurement mud poetry police possibility
procedure queen relation restaurant satisfaction
sector signature significance song tooth
town vehicle volume wife accident
airport arrival baseball chapter committee
conversation database enthusiasm explanation farmer
gate girl hall historian hospital
injury instruction manufacturer meal perception
pie poem proposal reception replacement
revolution river son speech village
winner worker writer assistance buyer
chest chocolate conclusion contribution cookie
courage desk drawer establishment examination
garbage grocery improvement independence insect
inspection inspector king ladder penalty
piano potato profession professor quantity
requirement salad sister supermarket weakness
wedding ambition analyst apple assignment
assistant bathroom bedroom celebration championship
cheek client consequence departure diamond
dirt fortune friendship gene girlfriend
hat lady negotiation obligation passenger
pizza platform poet pollution recognition
reputation shirt speaker stranger surgery
tale trainer uncle youth film
water money example business study
game field fish experience job
book economy body market state
radio company card list group
force key training school research
service web boss sport house
page soil oil picture garden
site exercise image case coast
action boat result section building
mouse cash class store tax
space rule model source earth
program chicken purpose question rock
salt birth car dog object
scale sun war bank craft
bus eye fire box frame
step cycle metal room screen
structure ball discipline gift machine
tool career culture pot sign
table task egg ice network
star challenge brush plant wing
brain button foot wall distance
pair savings staff sugar target
animal author budget file ground
lesson officer sky stage stick
title bowl bridge campaign character
club evidence fan letter novel
park quarter baby dish fruit
glass muscle strength vegetable chart
gear kitchen land log mother
relative street tree bench commission
path project sea ticket confidence
daughter doctor dot duty essay
father milk pipe seat stable
storm substance team bat beach
chain consideration cream crew gold
interview kid mission shop suit
window agent band block bone
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calendar cap coat contest court
cup district door finger garage
hole hook layer lecture meeting
nose rice telephone airline bag
battle bed cake designer dimension
dress emergency extension farm horror
horse husband mountain nail noise
occasion package patient phrase sand
sentence stomach string tourist towel
vacation wheel wine arm associate
border branch brother coach document
expert floor god iron judge
knife landscape league parent pin
pool pound salary shelter shoe
tank bell bike boy brick
chair closet clue collar conference
devil glove jacket monitor mortgage
nurse peak plane reward sandwich
yard bicycle bottle cable candle
clerk cloud concert counter flower
grandfather lawyer mirror pension plate
ruin ship skirt snow specialist
trash anger award boot bug
camp candy carpet cat champion
clock cow engineer entrance grass
incident island jury leg lip
motor nerve passage pen priest
prize resident resort ring roof
rope scheme script sock station
toe tower truck witness human
individual guard watch official press
spring objective chemical dump conflict
mobile train bear representative

E Existing Dataset Samples782

We provide randomly selected additional samples of complex-simple sentence pairs from both previ-783

ous works and SynthSimpliEval.784
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Source Complex Sentence Simplified Sentence

Simplicity-
DA

These works he produced and
published himself, whilst his
much larger woodcuts were
mostly commissioned work.

These works he made and pub-
lished himself and his much
larger woodcuts were written
work.

Simplicity-
DA

The SAT Reasoning Test (for-
merly Scholastic Aptitude Test
and Scholastic Assessment Test)
is a standardized test for college
admissions in the United States.

The SAT Reasoning Test (used
to be called Scholastic Aptitude
Test and Scholastic Assessment
Test) is a test for college admis-
sions in the United States.

Newsela-
Likert

president barack obama under-
stands that if he were to proclaim
a goal of definitively eliminating
isis in the short term, he would
fail.

president barack obama knows
that he can not promise to de-
stroy the islamic state quickly. he
would fail.

Newsela-
Likert

he could not move or talk and he
looked like he was sleeping.

he was hurt badly and could not
move or even open his eyes.

SimpEval2022 Two sisters, Leah and Chantrelle,
and their acquaintance Hosanna
catch a steamboat from Saint
Ann Parish in Jamaica to the
United Kingdom, arriving in
London’s Notting Hill before
moving to the Midlands.

Two sisters, Leah and Chantrelle,
as well as their friend Hosanna
catch a boat from Jamaica to Lon-
don. Then, they will move to the
midlands.

SimpEval2022 Drone footage released by the
Islamic State showed bombs be-
ing dropped on an ammunitions
facility located in Deir ez-Zor,
Syria, an area of contested con-
trol between the Islamic State
and the Syrian government at the
time.

The Islamic State and the Syrian
government were fighting to con-
trol an area in Syria called Deir
ez-Zor. During that time, the Is-
lamic State released videos that
showed bombs being dropped
on a weapons storage facility in
that area.

SynthSimpliEvalThe historical development of el-
evator technology in urban high-
rise buildings significantly im-
pacted the architectural design
and social stratification of cities
in the early 20th century.

In the early 1900s, buildings with
high ceilings became common in
cities. This made the people who
lived in high buildings feel like
they were better than those in
lower buildings, and it changed
the way people’s homes were
designed.

SynthSimpliEvalThe significance of accurate vari-
ance analysis in financial report-
ing is paramount, as it directly
impacts the reliability of finan-
cial statements and the decision-
making processes of stakehold-
ers.

The accuracy of financial reports
is very important. Without
it, people don’t trust the infor-
mation and can’t make smart
decisions about the company’s
business.

Table 6: Additional sentence pairs
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